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MA633L - Numerical Analysis

Problems on Numerical Errors

Note: Usual Notations are used. Questions may have some typos or grammatical mistakes as

proofreading is not done for this.

1. Prove or disprove the following:

(a)
n∑

k=0

xk =
1

1− x
+ o(xn) as x → 0

(b)
n∑

k=0

akx
k = O(xn), x ≥ 1

(c) cos x− 1 +
x2

2
= O(xk) as x → 0

(d) lnx = o

(
1

xr

)
as x → 0, x ∈ (0,∞), r > 0

(e) ln x = o(xr) as x → ∞, x ∈ (0,∞), r > 0

(f) 3 log8 n+ log2(log2(log2 n)) = O(log n)

(g) 0.3n+ 5n1.5 + 2.5n1.75 = O(n1.75)

(h) 3n2 + 10n log n = O(n log n)

(i) 10
√
n+ log n = O(n)

(j) n3 + 20n+ 1 = O(n3)

(k) n2 + 42n+ 7 = O(n2)

(l) n3 + 20n+ 1 = Ω(n2)

(m) n! = ω(2n)

(n) log(n!) = Θ(n log n)

(o) 22n = Θ(2n)

(p) 2n+1 = Θ(2n)

(q) (n+ a)b = Θ(nb) for all real a and b

2. Find real numbers, a, b and c, such that

ln

(
sinx

x

)
= ax2 + bx4 + cx6 + o(x8) as x → 0, x ∈ (−π, π)

3. Prove that

O(n) ⊂ O(log n) ⊂ O(
√
n) ⊂ O(n) ⊂ O(n log n) ⊂ O(n2) ⊂ O(n3) ⊂ O(3n) ⊂ O(nn)



4. Prove that for any constants a, b, c > 0,

O(a) ⊂ O(log n) ⊂ O(nb) ⊂ O(cn)

5. Prove that for any a < b.

O(na) ⊂ O(nb)

6. Prove that xa = o(xb) for all nonnegative constants a < b

7. Prove that logx = o(xa) for all a > 0

8. Prove that xb = o(ab) for any a, b ∈ R with a > 1

9. Verify whether the following are true or not.

(a)
5

n
+ e−n = O

(
1

n

)
(b)

e−n = o

(
1

n2

)
(c)

ln 2−
n−1∑
k=1

(−1)k−1 1

k
= O

(
1

n

)
(d)

ex −
n−1∑
k=0

xk 1

k!
= O

(
1

n!

)
(|x| ≤ 1)

10. Prove that if f = Ω(g) then f is not in o(g)

11. Suppose that 0 < q < p and that αn = α +O(n−p). Show that αn = α +O(n−q).

12. Suppose that 0 < q < p and that F (h) = L+O(hp). Show that F (h) = α +O(hq).

13. Suppose that as x → 0,

F1(x) = L1 +O(xα), F2(x) = L2 +O(xβ)

Let c1 and c2 be nonzero constants and define

F (x) = c1F1(x) + c2F2(x), G(x) = F1(c1x) + F2(c2)

Show that if γ = min{α, β} then

(a) F (x) = c1L1 + c2L2 +O(xγ)

(b) G(x) = L1 + L2 +O(xγ)

14. Classify f = O(g) or f = Ω(g) or f = Θ(g) for the following



(a) f(n) = n log(n3), g = n log(n)

(b) f(n) = 22n, g(n) = 3n

(c) f(n) =
n∑

i=1

logi, g(n) = n log(n)

(d)

f(n) = n, g(n) =

1 if nis odd

n2 if nis even

15. Prove that

10 ln(n) + 5(ln(n))3 + 7n+ 3n2 + 6n3 = O(n3)

16. Prove that O(f).O(g) = O(fg)

17. Prove that O(f) +O(g) = O(max f, g)

18. Show that sinx = x+O(x3) as x → 0

19. Suppose sinx = x+O(x3), prove that sin2 x = x2 +O(x4) as x → 0

20. Suppose

f(x) =
1

x
− 1

x3
+

1

x5

then

f(x) =
1

x
+O(x−3), x → ∞

and

f(x) =
1

x5
+O(x−3), x → 0

21. Show that cos(h) + h2

2
= 1 +O(h4) as h → 0

22. Show that x2 + 1 = O(x2) as x → ∞

23. Show that x2 + 1 = O(1) as x → 0

24. Show that 6x4 − 2x2 + 5 = O(x4) as x → ∞

25. Show that 6x4 − 2x2 + 5 = O(1) as x → 1

26. Show that 3.5n2 + 4n+ 36 = Θ(n2)

27. Show that 3n2 + 6n+ 7 = Θ(n2)

28. Suppose that a > 1 and b ̸= 0 are constants with |b| < a. Prove that an + bn = Θ(an)

29. Prove or disprove 3n2 + 6n+ 7 = Θ(n3)

30. Prove or disprove 3n2 + 6n+ 7 = o(n3)

31. Prove that 1 = o(log n)

32. Prove that log n = o(nε) for any ε > 0

33. Prove that logk n = o(nε) for any ε > 0, k > 0



Order and Rate of Convergence

34. Prove that 1
2n

converges linearly with rate of convergence 1
2
to 0

35. Prove that 1
22n

converges superlinearly or quadratically to 0

36. Prove that 1

2n2 converges superlinearly to 0

37. Prove that 1
n+1

converges logarithmically or sublinearly to 0

38. Prove that 1
nk , k > 0 converges linearly to 0

39. Prove that

nα

n+ 1
→


0 if α < 1

1 if α = 1

∞ if α > 1

40. Prove that

2αn

2n+1
→


0 if α < 1

1/2 if α = 1

∞ if α > 1

41. Prove that 1 + 1
2n

converges linearly to 1

42. Prove that 1 + 1
nn converges superlinearly to 1.

43. Prove that 1 + 1
n2n converges quadratically to 1

44. Find the order of convergence of the sequence xn = 1
n2

45. Find the order of convergence of the sequence xn = e−2n

46. Find the order of convergence of the sequence xn = 2−3n

47. Find the order of convergence of the sequence xn = 10−n/2

48. Find the order of convergence of the sequence xn = 10−2n

49. Find the order of convergence of the sequence

xn+1 =
x3
n + 6xn

3x2
n + 2

where x0 = 1.

50. Find the order of convergence of the sequence

xn+1 =
x3
n + 3axn

3x2
n + a

where x0 = 1.



51. Let

xn =


1

2n
if nis even

1

2n + 1
if nis odd

Can we find the order of convergence of this sequence?

52. Let

xn =


1

log n
if nis even

1

n
if nis odd

Can we find the order of convergence of this sequence?

53. What is the order of convergence of xn =
1

n
? What is the order of convergence of

yn =
1

log n
? (Answer: 1), Is it true for the sequence zn where

54. Let

xn =

yn if nis even

xn if nis odd

55. Prove that if lim
n→∞

xn+1

xα
n

is finite, then lim
n→∞

xn+1

xn

= α. Is the converse true? If so, prove

it. If not, give an example.

56. Prove that if lim
n→∞

xn+1

xn

= α then lim
n→∞

n
√

| log xn| = α. Is the converse true? If so, prove

it. If not, give an example.

57. Find the rate and order of convergence of the following sequence as n → ∞

(a) sin
1

n

(b) sin
1

n2

(c)

(
sin

1

n

)2

(d) ln(n+ 1)− ln(n)

58. Find the rate and order of convergence of the following sequence as h → 0

(a)
sinh

h

(b)
1− cosh

h

(c)
sinh− h cosh

h

(d)
1− eh

h



Floating Point

59. List all floating-point numbers that can be represented in the form

c = ±(0.b1b2)2 × 2±k

where b1, b2, b3, k ∈ {0, 1}

60. List all floating-point numbers that can be represented in the form

c = ±(0.b1b2)2 × 2±k

where b1 = 1, b2, k ∈ {0, 1}

61. List all floating-point numbers that can be represented in the form

c = ±(0.b1b2)2 × 2k

where b1, b2,∈ {0, 1}, k ∈ {−1, 0}

62. List all floating-point numbers that can be represented in the form

c = ±(0.b1b2)2 × 2k

where b1, b2,∈ {0, 1}, k ∈ {−1, 1}

63. Suppose you have a register with 16 bits of which 1 bit is allotted for sign bit, 4 bits

are allotted for exponents and remaining bits are allotted for fractions, what will be the

machine epsilon, smallest number and largest number?

64. Suppose you have a register with 24 bits of which 1 bit is allotted for sign bit, 6 bits

are allotted for exponents and remaining bits are allotted for fractions, what will be the

machine epsilon, smallest number and largest number?

65. Suppose you have a register with 32 bits of which 1 bit is allotted for sign bit, 12 bits

are allotted for exponents and remaining bits are allotted for fractions, what will be the

machine epsilon, smallest number and largest number?

Numerical Errors

66. Suppose that you have the task of measuring the lengths of a bridge and a rivet and come

up with 9999 and 9 cm, respectively. If the true values are 10,000 and 10 cm, respectively,

compute (a) Et, (b) Etabs and (c) ϵt for each case.



67. Evaluate e−5 using two approaches

e−x =
∞∑
k=0

(−x)k

k!

and

e−x =
1

ex
= 1/

∞∑
k=0

xk

k!

and compare with true value of 6.737947×10−3. Use first 20 terms to evaluate each series.

Compute Etabs and εt.

68. Compute εt for the following a and ã

(a) a = π, ã = 22/7

(b) a = π, ã = 3.1416

(c) a = e, ã = 2.718

(d) a =
√
2, ã = 1.414

(e) a = e10, ã = 22000

(f) a = 10π, ã = 1400

(g) a = 8!, ã = 39900

(h) a = 9!, ã =
√
18π

(
9
e

)9
69. Evaluate the polynomial

y = x3 − 5x2 + 6x+ 0.55

at x = 1.37. Use 3-digit arithmetic with chopping. Compute ϵt

70. Evaluate the polynomial

y = x(x(x− 5) + 6) + 0.55

at x = 1.37. Use 3-digit arithmetic with round off. Compute ϵt

71. How can accurate values of the function f(x) = x− sinx be computed near x = 0?

72. How can accurate values of the function f(x) =
√
x2 + 4− 2 be computed near x = 0?

73. How can accurate values of the function f(x) = ex − e−2x be computed near x = 0?

74. Range Reduction: Using the periodicity of sin function, we need to know only values

of sin x in the interval [0, 2π) for any arbitrary x.

75. If y = cos2 x− sin2 x is evaluated at x = π/4, there is a loss of significance. How can we

avoid this?

76. If y = ln(x)− 1 is evaluated at x near e, there is a loss of significance. How can we avoid

this?



77. How can the value of the function f(x) =
√
x4 + 4− 2 be computed accurately when x is

small?

78. How can the value of the function f(x) = 1
x
(sinhx − tanhx) be computed accurately

when x is small?

79. How can the value of the function f(x) = sinx+ cosx− 1 be computed accurately when

x is near zero?

80. How can the value of the function

f(x) =
ex − e−x

ex + e−x

be computed accurately when |x| < 0.5?

81. How can the value of the function

f(x) = | sinx− x|

be computed accurately when |x| < 0.1?

82. How can the value of the function f(x) = tan−1 x− x be computed accurately when x is

near zero?

83. How can the value of the function f(x) = tanx − x be computed accurately when x is

near zero?

84. How can the value of the function

f(x) =
e2x − 1

2x

be computed accurately when x is near zero?

85. For some values of x, the function f(x) =
√
x2 + 1 − x cannot be computed accurately.

Explain and find a way around the difficulty.

86. The hyperbolic function is defined by sinhx = ex−e−x

2
. What drawback could there be

in using this formula to obtain the values of the function. How can values of sinhx be

computed for floating point precision when |x| ≤ 0.5

87. Find the first two non-zero terms in the expansion about zero for the function

f(x) =
tanx− sinx

x−
√
1 + x2

. Find the value of f(0.0125)

88. Find a way to calculate accurate values for

f(x) =

√
x2 + 1− 1

x2
− x2 sinx

x− tanx

. Determine lim
x→0

f(x).



89. Let f(x) = ex − x− 1. Calculate f(10−2) with five significant figures.

90. What difficulty could the following assignment statement cause in computer y = 1−sinx.

Circumvent it without resorting to a Taylor series if possible.

91. Without using Taylor series, how could the function

f(x) =
sinx

x−
√
x2 − 1

be computed to avoid loss of significance?

92. How can values of the function f(x) =
√
x+ 2 −

√
x be computed accurately when x is

large?

(a) Discuss how to evaluate sin(12532.14) by subtracting multiples of 2π.

(b) Show that sin(12532.14) = sin(3.47) if we retain only two decimal digits of accuracy.

(c) For sinx, how many binary bits of significance are lost in range reduction to the

interval [0, 2π)?

93. The quadratic formula

x =
−b±

√
b2 − 4ac

2a

will cause problem when the quadratic equation x2−105x+1 = 0 is solved with a machine

that carries only eight decimal digits. How can you avoid this?

94. Find ways to compute these functions without serious loss of significant figures

(a) ex − sinx− cosx

(b) lnx− 1

(c) log(x)− log(1/x)

(d) x−2(sinx− ex + 1)

(e) x− tanh−1 x

95. How will you compute tan(10100)?

96. Prove the Loss of Precision Theorem stated in Lecture-7

97. Let x and y be two normalized binary floating point machine epsilon. Assume that

x = q × 2n, y = r × 2n−1, 0.5 ≤ r, q < 1, 2q − 1 ≥ r

How much loss of significance occurs in x− y?

98. Let x and y be two normalized binary floating point machine epsilon. Assume that

x = q × 2n, y = r × 2n−1, 0.5 ≤ r, q < 1, 2q − 1 < r

How much loss of significance occurs in x− y?



99. If x is a machine epsilon on a 32-bit computer that satisfies the inequality x > π × 225,

then show that sinx will be computed with no significant digits.

100. Let x and y be two positive normalized binary floating point machine epsilon in a 32-bit

system. Assume that

x = q × 2m, y = r × 2n, 0.5 ≤ r, q < 1

Show that if n = m, then at least 1 bit of significance is lost in x− y.


